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We describe studies of electron transfer in donor-spacer-acceptor molecules for which the highly curved
spacer topology imparts a vacant cleft along the “line-of-sight” between the electron donor and electron
acceptor moieties. The electron transfer kinetics in nondipolar and weakly polar solvents allow experimental
determination of the reaction free energy as a function of solvent structure and temperature. These data were
used to parametrize a molecular solvation model developed by Matyushov. The model provides reasonable
estimates of reaction free energy in solvents that are too polar for its direct measurement and provides reasonable
values of the solvent reorganization energy in all solvents. Successful modeling of the solvation enables
quantitative study of the factors that control electron tunneling through molecules located in the solute’s
cleft, i.e., the electronic coupling. Electron tunneling in these systems is mediated by the unoccupied orbitals
of the solvent (“electron-mediated superexchange”). The solvent molecule’s presence within the cleft is critical
for effective electronic coupling, and its motion modulates the electronic coupling magnitude. These studies
demonstrate and quantify the importance of electron tunneling “pathways” through noncovalent contacts for
this model system and indicate that such pathways can contribute significantly to electron-transfer processes
in biological and chemical systems.

Introduction
Electron transfer reactions constitute a fundamental chemical

process and are of intrinsic importance in biology, chemistry,
and emerging fields of nanotechnology. Biological processes
such as photosynthesis and respiration rely on electron transfer
between molecular subsystems that interact through a collection
of covalent and noncovalent linkages. Electron tunneling in
nanometer scale systems depends on similar interactions. Control
of device properties will improve through a better understanding
of the fundamental interactions that govern electron tunneling
probabilities.

Electron transfer reactions differ from conventional chemical
transformations in a number of substantive ways. The formation
or rupture of covalent bond(s) between the reactants is not
required for electron transfer reactions. In addition, the canonical
reaction constraint, reactants in van der Waals contact, is relaxed
for electron transfer processes, resulting in elementary electron
transfer steps at reactant separations as large as tens of
angstroms. The occurrence of electron transfer over a range of
reactant separations and orientations complicates the interpreta-
tion of the transfer dynamics between freely diffusing donors
and acceptors, because reactant diffusion and the intrinsic
electron transfer process jointly determine the kinetics. Co-
valently linking the electron donor and acceptor units, creating
a supermolecule with a single conformation, eliminates the

influences of diffusion and multiple transfer distances and
enables elucidation of the factors that determine the activation
free energy and the preexponential factor in the rate expression
for electron transfer.1 Use of covalent spacers provides structural
control, allowing investigation of the influence of donor-
acceptor separation,2 orientation,3 stereochemistry,3b,4and spacer
composition5 on electron transfer rate constants. The topology
of most supramolecular electron transfer molecules locates the
spacer on the “line-of-sight” between the donor and the acceptor
(Scheme 1). This design excludes solvent from the region
directly between the donor and acceptor and the covalent
linkages of the spacer mediate the electronic coupling.

Our groups and others have studied donor-spacer-acceptor
supermolecules with topologies that permit solvent or appended
groups in the space directly between the donor and acceptor
(Scheme 1). These supermolecules contain highly curved spacers
that extend from the donor and acceptor in directions orthogonal
to their ‘line-of-sight’. Kinetic studies identify two primary roles
for solvent in promoting electron transfer reactions in these
highly curved supermolecules. First, the differential solvation
of the reactant and product states determines the free energy
and the reorganization energy for the reaction. Our studies have
used a molecular solvation model to describe these parameters,
for both dipolar and nondipolar solvents. Second, the solvent
molecules modulate the donor-acceptor electronic coupling;
the electron tunneling occurs by way of solvent molecule
orbitals. This phenomenon is not found for the linear donor-* To whom correspondence should be addressed.
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spacer-acceptor structures but has a dramatic influence on
electron-transfer rate constants in curved spacer systems, a factor
of ten and more, and is likely to find important analogues in
biological and bimolecular electron transfers.

The rest of this article consists of four principal sections that
summarize our investigations of solvent-mediated coupling. The
first section provides background on the mechanistic model for
electron transfer in donor-spacer-acceptor molecules and
describes the experimental approach and system characterization
used in our recent work. The next section describes the important
considerations in understanding solvation in these systems and
its quantitative modeling. The section that follows discusses the
experimental evidence for and the characterization of the
solvent’s role in mediating electron tunneling. The last section
summarizes the current status of this field and identifies some
interesting avenues for future work.

Background

Electron transfer reactions are typically classified as occurring
in one of two limits: the strong electronic coupling or adiabatic
charge-transfer regime (where the rate constant is solvent friction
dependent) and the weak electronic coupling or nonadiabatic
regime (where the rate constant is distance dependent and
solvent friction independent).6 Figure 1 uses a simple one-
dimensional reaction coordinate to illustrate how the electron
transfer mechanism differs in these two regimes. The solid curve
illustrates the adiabatic regime, in which the system’s electronic
state adiabatically follows the nuclear displacement, and the rate-
limiting event for the reaction is the evolution of the system
along the nuclear coordinate and through the transition state.
The dashed curves in the figure correspond to the diabatic

reactant and product electronic states. In the nonadiabatic limit,
the system moves through the transition state region (crossing
point of the curves) many times before the electronic state
switches from the diabatic reactant surface to the diabatic
product curve; that is, the rate-limiting factor depends on the
probability of hopping from one electronic surface to the other
rather than just the probability of reaching the transition state
through nuclear motion. The electron-transfer reactions of the
donor-spacer-acceptor molecules in Scheme 1 fall within the
nonadiabatic regime.

In the nonadiabatic limit, the rate constantket is written as

This equation has two elements: (1) the Franck-Condon factor
(FCWDS) which depends on structural and environmental

SCHEME 1: Molecular Structures for Different Donor -Spacer-Acceptor Molecules

Figure 1. Diagram illustrating the two pictures (adiabatic and
nonadiabatic) for the electron transfer.

ket ) 2π
p

|V|2FCWDS (1)
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variables and (2) the electronic coupling (|V|) which depends
on the electronic properties of the medium between the electron
donor and acceptor groups. The FCWDS term (eq 1) accounts
for the probability that the system achieves a nuclear configu-
ration in which the diabatic electronic states cross. Importantly,
this formulation assumes that the electronic coupling is inde-
pendent of the nuclear coordinate. In 1976, Jortner7 used this
Golden Rule formula to derive an expression for the FCWDS
that accounted for both quantum mechanical and classical
nuclear degrees of freedom. In the general case, this term can
be written as

whereEi is the energy of vibronic state i,Ef is the energy of
vibronic state f, and〈i|f〉 is their overlap. The sums are
performed over all initial vibronic states i and over all final
vibronic states f. This expression represents a thermally averaged
value for the Franck-Condon overlap between the initial and
final vibronic states. Frequently systems are modeled as
possessing two sets of vibronic modes: one set that is very low
frequency (ν < kT/h) and modeled classically and a second set
that is higher frequency (ν . kT/h) and treated quantum
mechanically. Contributions to the FCWDS from the classical
degrees of freedom are included through the outer sphere
reorganization energyλo, whereas the quantum degrees of
freedom are included through a product of effective harmonic
modes i with quantum numberni and frequenciesνi. The change
in energy (reorganization) for each quantum degree of freedom
is given byλi. Detailed investigations of the vibrational state
dependence of the electron-transfer dynamics are few, but those
available are consistent with this model.8

In the analysis of rate constants, there is generally insufficient
vibrational information to model all of the quantized modes. In
these cases, a coarser representation of the quantized modes is
used. With only one quantum mode,1c the rate constant
expression becomes

whereν is an effective frequency for the quantized vibrational
mode,∆rG is the reaction free energy,S is the Huang-Rhys
factor λv/hν, and λv is the total inner sphere reorganization
energy for all of the relevant modes. The summandn refers to
the product’s vibrational quantum levels. For the systems studied
below, the first few terms in the sum over product vibrational
states provide an accurate evaluation of the rate constant, and
eq 3 affords a reasonable description of the rate constant.

The primary aim of the studies described herein has been to
evaluate the electronic coupling between a donor and acceptor
that is mediated by nonbonded contacts with solvent molecules.
The donor-spacer-acceptor molecules shown in Scheme 1
were investigated. Compound1 has received the most attention
because its cleft is of an appropriate size and shape to
accommodate a single solvent molecule, and it exhibits equi-
librium between the locally excited and charge separated state

in many solvents. Compounds2 and3 have similar shapes as
1 but have different acceptor groups, with correspondingly
distinct reaction free energies and larger donor-to-acceptor
separations. Compounds4 and5 have the same topology, donor,
and acceptor group as1 but greater charge-transfer distances.

The experimental studies rely on time-resolved fluorescence
to monitor the kinetics of charge separation. A picosecond laser
pulse excites the anthracene moiety (donor unit) to the S1 state
(also referred to as the locally excited state, LE), from which it
decays by electron transfer to the acceptor unit, radiative
emission, and nonradiative relaxation. The fluorescence studies
provide the time decay characteristics of the initially excited
state (the reactant) but do not directly detect the charge-separated
state.9 In polar solvents, the fluorescence decay of the anthracene
moiety is a single exponential with a rate constantkobs ) kf +
ket, wherekf is the decay rate of a control molecule that has the
donor group attached to the spacer but no acceptor (8, Scheme
1) andket is the electron transfer rate constant. Energy transfer
from the excited donor to the acceptor is highly endoergic. Thus,
kobs - kf may be assigned to electron transfer. In nondipolar
solvents, the anthracene fluorescence decay is double exponen-
tial. Nondipolar solvents do not solvate the charge separated
state of1 as greatly as polar solvents. Consequently, the free
energy of charge separation is close to zero and the locally
excited and charge-separated states interconvert, leading to
double exponential kinetics (see Scheme 2). Both the forward
(S1f CS) and back (CSf S1) transfer rate constants,kfor and
kback, are obtained from the fluorescence data.10

The double exponential kinetics observed in weakly polar
solvents are important as they enable determination of the
reaction free energy,∆rG.11,12Solving the differential equation
for the kinetics, one finds that the fluorescence intensity should
have the form

The primary rate constants in the kinetic scheme are obtained
from the parameters in this expression, namely

for the forward rate constant

for the backward rate constant, and

for the recombination from the charge separated state to the

SCHEME 2: Kinetic Scheme for the Forward and Back
Electron Transfer
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ground electronic state.13 The free energy of the S1f CS
reaction∆rG is given by

Figure 2 shows the dependence of the reaction free energy on
the temperature for1 in a set of substituted aromatic solvents,
and Table 2 tabulates the experimental free energies in different
solvents at 295 K. The experimental accessibility of the reaction
free energy enables a critical (direct) test for models of solvation
that are used in calculating the FCWDS term in eq 3 (vide infra).
Unfortunately, reaction free energies more exoergic than-0.1
eV cannot be accurately determined by this method.

Within eq 3, the electronic coupling|V| appears in the pre-
exponent. Accordingly,|V| can be determined from the tem-
perature dependence of the electron-transfer rate constant. Figure
3 shows a plot of ln(ketxT) versus 1/T for 1 and6 in two polar
solvents. The slope of the temperature dependence is determined

by the reaction free energy, the solvent reorganization energy
λo, and hν, whereas the intercept (preexponential term) is
determined by the electronic coupling|V| and the Huang-Rhys
factorSand depends weakly onλo. The Huang-Rhys factorS
does not change significantly with solvents; thus, the shift in
the rate constant intercepts for different solvents is largely a
result of electronic coupling changes. The data in Figure 3
indicate that the electronic coupling for1 in benzonitrile is
significantly (3-4 times) larger than that in acetonitrile. In
contrast, the coupling for the linear molecule6 is the same in
benzonitrile and acetonitrile. To quantitatively determine values
of the electronic coupling|V| and assess structure-reactivity
correlations, the four parameters that determine the FCWDS in
eq 3,∆rG, λS, λV, andhν, need to be measured or adequately
modeled.

Inner Sphere Reorganization.The internal reorganization
energyλv and the effective mode frequencyν are commonly
considered together and taken to be a characteristic feature of
the solute, relatively independent of the solvent. For typical
organic systems, like those shown in Scheme 1, one finds that
characteristic vibrational frequencies in the range of 1400-1600
cm-1 constitute a dominant fraction of the reorganization energy
changes in the high-frequency modes. In large part, this reflects
the use of aromatic donor and acceptor moieties whose carbon-
carbon bond lengths change considerably upon oxidation and
reduction. Some workers have investigated the vibrational
dynamics of molecules undergoing charge transfer through time-
resolved vibrational spectra and/or resonance Raman spectros-
copy;8 however, most studies quantify the high-frequency mode
parameters through kinetic studies, charge-transfer spectra, or
quantum chemistry calculations. Our work has used the latter
two approaches to quantify the reorganization parameters from
quantum degrees of freedom.

For systems in which charge transfer spectra are detected,
free energy and reorganization parameters can be extracted from
the spectral position and line shape. Figure 4 illustrates this
approach, which was quantitatively described by Marcus and
others.14 Panel A shows a free energy diagram to illustrate how
the emission spectrum depends on the energy difference between
the charge separated state and the ground electronic state,∆Grec,
and the curvature of the surfaces. Using a single quantum mode
expression for the charge transfer, the spectral shape is given
by

where F(n) ) (16π2n/3)((n2 + 2)/3)2. Although no charge-
transfer emission bands were observed for donor-spacer-
acceptor molecules1-6 (Scheme 1),7 exhibits strong charge
transfer emission in nondipolar and weakly polar solvents.
Internal reorganization parameters depend primarily on localized
geometry changes in the electron donor and acceptor groups
and should not be highly sensitive to their separation, so mole-
cule7 may be used to characterizeλv andhν for 1. Panel B in
Figure 4 shows a low-temperature spectrum in which vibronic
structure is evident.90 Panel C shows a room-temperature spec-
trum (note the residual asymmetry) for which spectral structure
is no longer evident. Given the number of unknown parameters

Figure 2. Experimental (symbols) and molecular model predicted
(lines) values of the reaction free energy for charge separation,∆rG as
a function of temperature. For clarity, they axis has been broken at
-0.15 eV. The solvents are 1,3,5-triisopropylbenzene (4), 1,3-
diisopropylbenzene (shaded square), mesitylene (shaded diamond),
1,2,4-trimethylbenzene (0), cumene (shaded triangle), toluene (shaded
circles), 2,5-dichlorotoluene (×), benzene (O), and acetonitrile (9). The
line through the data points for each solvent corresponds to the
molecular model predictions. The line with zero associated data points
is the molecular model prediction for chlorobenzene. The long dashed
line is the molecular model prediction for acetonitrile; the short dash
line is for benzene; and the intermediate dash line is for cumene.

Figure 3. Plot of ln (kforT1/2) versusT-1 for C-shaped molecule1 (filled
symbols) and linear molecule6 (open symbols) in benzonitrile ((, ))
and acetonitrile (9, 0).
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and the absence of structure in most charge-transfer spectra,
accurate characterization ofλv, hν, ∆Grec, andλo, is possible
only when charge-transfer absorption and charge-transfer emis-
sion spectra are both analyzed. The observation of vibrational
structure in the low-temperature spectra of1 makes the analysis
sensitive to the values ofλv andhν. Fitting of these and other
spectra yieldsλv ) 0.393 eV andhν ) 0.186 eV (Figure 4b).
These results are similar to the best fit values determined from
unstructured room temperature spectra in a series of weakly
polar solvents,λv ) 0.39 eV andhν ) 0.175 eV.15 Hartree-
Fock and MP2 calculations yield slightly larger values ofλv.16

The choice ofλv andhν affects the values of other kinetic model
parameters (λo and|V|) that are obtained upon analysis of rate
constant data. A detailed analysis of this dependence shows that
relative electronic couplings for systems with the same donor
and acceptor groups are slightly sensitive to changes inλv,

(<15% forλv changes as large as 0.2 eV). Based on the room-
temperature spectral analyses, the values ofhν andλv used for
1 are 0.175 and 0.39 eV, respectively.

Solvation

The remaining two parameters in the FCWDS, the reaction
free energy and the outer sphere reorganization energy, are
determined by solvation characteristics, i.e., solute-solvent
interaction energies. The intrinsic reaction free energy depends
on the difference in solvation energy for the neutral (reactant)
species and the charge separated (product) species. The second
moment of the solvation free energy is proportional to the
solvent reorganization energyλo for the electron transfer. These
quantities are often modeled by treating the solute as an
electrostatic charge distribution within a cavity that is immersed
in a dielectric continuum. With appropriate parametrization, such
models can describe solvation energetics in polar solvents
reasonably well,17 and recent work by Kim18 has extended these
models toward nondipolar systems by incorporating quadrupole
interactions. An alternative approach uses a molecular model
that accounts for the discrete nature of solvent molecules and
the solute by way of a pair distribution function. Our work uses
a molecular model, developed by Matyushov,19 to describe the
solvation of1.12,20-22 The experimentally determined reaction
free energies for1 in nondipolar and weakly polar solvents are
used to parametrize the molecular model which can then be
used to predict solvent reorganization energies and reaction free
energies.

Continuum Models.The simple dielectric continuum models
calculate solvation energies using a wavevector independent
static dielectric constantεs and a high-frequency dielectric
constantε∞.17,23The solute is treated as a spherical (or perhaps
ellipsoidal) cavity containing a point source. In the case of
bimolecular reactions, the model includes two spherical cavities,
each containing a point charge, whereas for intramolecular
electron-transfer reactions, it is more common to treat the solute
as a cavity containing a dipole moment. The reaction free energy
from this model is

in whichmLE is the dipole moment of the initially excited state,
mCS is the dipole moment of the charge-separated state, andao

is the cavity radius. The reaction free energy in a vacuum∆vacG
provides a reference from which to include the solvation effect.
The outer sphere reorganization energyλo may also be derived
from the continuum model. For a dipolar solute in a spherical
cavity, λo is given by

where∆m is the magnitude of the dipole moment difference
vector for the locally excited and the charge separated states,
i.e., ∆m t |mbCS - mbLE|.

The solute molecule’s characteristics are highly idealized in
this continuum model. Its electrostatic potential is treated as a
point dipole; its polarizability is ignored; and the details of its
shape are lost. Using finite difference Poisson-Boltzmann
(FDPB) methods, it is possible to extend continuum models to
calculate both solvation and reorganization energies using a
more realistic description of the solute molecule shape, ac-

Figure 4. Panel A: potential surfaces responsible for the charge
transfer (CT) emission spectrum. The CT emission spectra from
molecule 7 at 170 K (panel B) displays a broadened vibronic
progression that is not visible at 290 K (panel C).λV )0.393 eV and
hν ) 0.186 eV are the best fit values used to fit the curves (solid lines)
according to eq 9.

∆rG ) ∆vacG -
(mCS

2 - mLE
2)

ao
3 ( εs - 1

2εs + 1) (10)

λo )
(∆m)2

ao
3 ( εs - 1

2εs + 1
-

ε∞ - 1

2ε∞ + 1) (11)
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counting for its polarizability through an effective dielectric
constant, and to incorporate a distributed charge distribution.17

FDPB calculations were performed for1 to determine whether
its curvature and the presence of solvent within its cleft induced
significant errors in simple continuum model predictions.16 The
simple and FDPB continuum methods produced similar esti-
mates of∆rG for the highly polar solvent acetonitrile (εs ) 37),
but the FDPB method predicted a smaller change in∆rG, than
predicted by the simple continuum model, upon changing to
the less polar solvent THF (εs ) 7.6). Solvent entry into the
cleft induced a small decrease of∆rG (-0.08 eV). The simple
continuum treatments also use a highly idealized view of the
solvent characteristics. More realistic treatments of the solvent
response incorporate structural features on molecular and
supramolecular length scales through the use of wavevector
dependent dielectric constants. Such models have seen limited
application in electron-transfer studies.24

Although they are easy to implement, continuum models have
two significant drawbacks for these investigations. First, they
are most reasonably applied to highly polar solvents, whereas
many electron transfer processes in organic and biological
systems occur in relatively nonpolar or weakly polar environ-
ments.25 Second, continuum models yield erroneous predictions
of the temperature dependence of the free energy and/or
reorganization energy, even in polar solvents. This limitation
was elucidated by Vath et al.,26 who analyzed temperature-
dependent charge-transfer spectra in different solvents and found
that the reorganization energy decreases as the temperature
increases, in contrast to the continuum model’s predicted
increase with increasing temperature in, e.g., acetonitrile

Molecular Model. Matyushov has developed a solvation
model that accounts for the discrete nature of the solute and
solvent and incorporates electrostatic, induction, and dispersion
interactions between the molecules comprising the fluid.19 This
treatment computes reaction free energies and reorganization
energies for charge-transfer reactions. This liquid-state model
uses a reference fluid of hard spheres with diameterσ and treats
the electrostatic interactions between the solute and solvent as
perturbations. The solute is modeled as a sphere with a state-
dependent, point dipole momentmi and polarizabilityR0,i. The
solvent is treated as a polarizable sphere, with an electrostatic
charge distribution that is axial and includes both a point dipole
and a point quadrupole. The relative importance of the solvent’s
dipolar and quadrupolar contributions to the solvation energy
can be assessed through consideration of the ratio (〈Q〉2/|µ|2 σ2).

When this ratio is much larger than one, quadrupole interactions
dominate; when it is one or smaller, dipole contributions
dominate. The quantity〈Q〉 is defined as〈Q〉 ) (2/3∑i Qii

2)1/2

and represents the effective axial moment for the traceless
quadrupole tensor.27 Table 1 presents the value of this ratio for
the solvents used to study the electron-transfer dynamics of1.
It is evident from these simple considerations that quadrupole
interactions should dominate in the weakly polar aromatic
solvents and should be insignificant in highly polar and
nonaromatic solvents.

In the molecular model, the reaction free energy∆rG is
written as a sum of four terms

where∆vacG is the vacuum free energy,∆dq,iG(1) contains first-
order electrostatic and induction contributions,∆dispG contains
dispersion terms, and∆iG(2) contains second order induction
terms. Correspondingly, the outer-sphere reorganization energy
λo is written as a sum of three contributions

whereλp includes contributions arising from the solvent dipole
and quadrupole moments,λind includes contributions from
induction forces, andλdisp includes contributions from dispersion
forces. Explicit expressions for the different terms in eqs 12
and 13 are presented elsewhere.20 The experimentally deter-
mined reaction free energies for1 as a function of temperature
in non-dipolar and weakly dipolar solvents are used to calibrate
the parameters in this model. After parametrization, the model
is used to calculate the reorganization energy in the calibration
solvents and to predict the reaction free energy and the
reorganization energy in more polar solvents. A number of
solvent parameters (in particular the solvent densityF, polar-
izability R, effective hard sphere diameterσ, Lennard-Jones
energy parameterεLJ, the dipole momentµ, and the quadrupole
moment〈Q〉) are required for this analysis, but they are available
from the literature or can be calculated. For consistency, the
dipole moment and quadrupole moments were computed for
each solvent using quantum chemistry methods. The density,
hard sphere diameter, and Lennard-Jones energy parameter were
obtained from compiled tables,28 based on fits to thermodynamic
data of the solvents. The solvent polarizability was taken from
literature data but was varied as much as 10% to obtain the

TABLE 1: Solvent Parameters (Hard Sphere Diameterσ, Quadrupole Moment 〈Q〉, Dipole Moment µ, Polarizability r,
Lennard-Jones EnergyELJ, Static Dielectric ConstantES, and High Frequency Dielectric ConstantE∞)a

solvent σ (Å) 〈Q〉/D-Å µ/D R/Å3 fitted R/Å3 lit. εLJ /K (〈Q〉/|µ|σ)2 εs(295 K) e∞ (295 K)

benzene 5.3 8.2 0 11.2 10 602 ∞ 2.28 2.24
toluene 5.6 7.8 0.29 13.0 11.8 666 23 2.38 2.23
mesitylene 6.2 7.5 0 15.3 15.5 796 ∞ 2.27 2.24
TMB 6.2 7.3 0.30 16.0 15.5 778 15 2.38 2.26
cumene 6.25 7.8 0.24 16.7 16 760 26 2.38 2.22
1,3-DIP 6.7 7.8 0.21 19.7 920 30 2.21
TIP 7.4 8.1 0 27.2 31.8 1096 ∞ 2.25 2.21
DCTb 6.2 14.4 (5.6) 0.57 15.8 15.8 804 17 (2.5) 2.39
DCB 6.0 10.1 2.0 13.2 751 0.68 5.06 2.39
3-chlorotoluene 6.0 8.4 2.3 13.2 734 0.36 5.73 2.29
chlorobenzene 5.6 8.9 2.1 11.5 677 0.55 5.00 2.32
benzonitrile 5.7 15.3 4.8 12.5 432 0.31 25.9 2.33
acetonitrile 4.0 3.4 3.9 4 8 0.05 36.7 1.81
DMA 5.4 8.4 3.8 9.6 475 0.17 39.3 1.44

a TMB is 1,2,4-trimethylbenzene; 1,3-DIP is 1,3-diisopropylbenzene; TIP is 1,3,5-triisopropylbenzene; DMA isN,N-dimethylacetamide; DCT is
2,5-dichlorotoluene; DCB is 1,3-dichlorobenzene.b The value given for the quadrupole moment in parentheses represents that needed to obtain a
good fit to the experimental free energy data. See text for details.

∆rG ) ∆vacG + ∆dq,iG
(1) + ∆dispG + ∆iG

(2) (12)

λo ) λp + λind + λdisp (13)
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best agreement between the measured free energies and the
modeled values.

Previous parametrizations of this model for1 were based on
∆rG from homologous series of solvents.20,21 For the purpose
of this review, the molecular model was parameterized to
provide accurate solvation data over as large a range of solvent
polarity as possible. In addition, the electrostatic properties of
1 were modeled more accurately than previously by incorporat-
ing an S1 state dipole moment of 7 D, which lies at 90° from
the charge-transfer direction.29 Figure 2 shows the experimental
free energies∆rG for 1 in the alkylbenzenes, obtained directly
from the kinetic data, and the reaction free energy in acetonitrile,
determined by measuring the S0 to S1 transition energy, the
oxidation potential of the donor moiety (1,4-dimethoxyan-
thracene), and the reduction potential of the acceptor moiety
(dimethylmaleate). Good agreement between the experimental
data and the model is obtained using solute parameters that are
0.38 eV for the vacuum free energy,∆vacG, 7.48 Å for the cavity
radius, and 14.6 Å3 for the change in solute polarizability from
S1 to CS.30 These parameters fail for one solvent, 2,5-
dichlorotoluene; the experimental and calculated∆rG differ by
0.12 eV. The failure of the model may originate from the large
and highly nonaxial quadrupole moment of 2,5-dichlorotolu-
ene.31 Table S1 in the Supporting Information summarizes the
dipole and quadrupole tensor components for the different
solvents. Although the effective quadrupole moment〈Q〉 is used
in the calculations, the nonaxial character of the charge
distribution can still be significant. Gray and Gubbins32 pre-
sented a formulation for solvation that accounts for the nonaxial
contributions to the electrostatic energy. Its implementation for
the system described here will require a major effort, and
currently, there is insufficient data to confirm its validity. The
nonaxial components to the electrostatic potential are most
significant for 2,5-dichlorotoluene and benzonitrile, but solvation
in the latter solvent is dominated by its dipole moment. An
empirically based fit of the data that accounts for the nonaxial
character provides reasonable fits to all of the data.33 The
alternative approach used here is to retain the simple axial model
and adjust the quadrupole moment of 2,5-dichlorotoluene to an
effective value. By reducing dichlorotoluene’s quadrupole
moment from 14.4 to 5.6 D Å2 the experimental reaction free
energy is well reproduced (Figure 2).

Although this parametrization generates reasonable fits to the
experimental free energy data (alkylbenzenes, 2,5-dichlorotolu-
ene, and acetonitrile), it is not possible to directly evaluate
whether the parametrized model accurately reproduces quad-

rupole moment contributions to the solvation free energy and
its temperature dependence in the polar solvents, for which
experimental free energy data is not available. Based on the
values of (〈Q〉 2/|µ|2 σ2), solvation in the polar solvents should
be dominated by the dipole terms (see Table 1). Table 2 presents
the parametrized model’s calculated reaction free energies in
all of the solvents at 295 K for the appropriate value of〈Q〉
and for the case of no quadrupole moment. Quadrupole
contributions to the reaction free energy are significant for the
alkylated benzenes, ranging from 0.07 to 0.1 eV. From
comparison of the reaction free energies (atQ ) 0) in the cases
of benzene, mesitylene, and TIP (recall∆vacG ) 0.38 eV), it is
evident that the induction and dispersion terms contribute to
∆rG in a significant way, ca. 0.3-0.4 eV. In 2,5-dichlorotoluene,
the quadrupole moment makes a significant contribution to the
reaction free energy; however, in the other chlorinated solvents,
its influence is much less significant. For the case of 1,3-
dichlorobenzene, the quadrupole accounts for about 6% of the
total solvation free energy, as compared to about 30% in the
alkylated benzene solvents. The contribution of the quadrupole
moment to the total solvation energy becomes even less
important as the dipolar character of the solvent molecule
increases, in keeping with value of (〈Q〉2/|µ|2σ2). Hence, the
error in the solvation energy arising from the nonaxial nature
of the quadrupole tensor probably does not significantly impact
the calculated reaction free energies in the more polar solvents
where experimental data is not available. Rather, its primary
impact is in the nondipolar and weakly polar solvents where
the experimental data can be used to calibrate its effect. This
fortunate circumstance allows reliable and self-consistent mod-
elling of λo and∆rG, thus enabling the extraction of electronic
coupling magnitudes (vide infra).

The reorganization energies are calculated in a manner similar
to the free energies. Table 2 presentsλo predicted by the
molecular model for the two different cases (〈Q〉 andQ ) 0).
Quadrupole contributions dominate the reorganization energy
in the alkylbenzenes and 2,5-dichlorotoluene but play a minor
role in the more polar solvents. A detailed presentation of the
calculated reorganization energies and reaction free energies at
295 K are provided in the Supporting Information, Table S2.
Induction terms also contribute to the reorganization energy but
the dispersion contributions are minor. The reorganization
energies predicted for the alkylbenzenes at 295K lie in the range
of 0.08 to 0.18 eV. The reorganization energies in the more
polar solvents are considerably larger than in the alkylbenzenes,

TABLE 2: Experimental Free Energies and the Predictions of Different Solvation Models for the Reaction Free Energy and the
Solvent Reorganization Energy for Fourteen Different Solvents at 295 Ka

solvent ∆rG, expt. ∆rG, 〈Q〉 ∆rG, (Q ) 0) ∆rG, cont λo, 〈Q〉 λo, (Q ) 0) λo, cont

benzene -0.111 -0.110 0.028 -0.043 0.178 0.027 0.008
toluene -0.091 -0.083 0.024 -0.060 0.157 0.041 0.027
mesitylene -0.043 -0.034 0.037 -0.042 0.111 0.033 0.006
TMB -0.055 -0.052 0.020 -0.060 0.123 0.045 0.022
cumene -0.054 -0.054 0.024 -0.061 0.123 0.038 0.031
1,3-DIP -0.001 0.003 0.086 0.095 0.028
TIP 0.001 0.007 0.043 -0.061 0.078 0.039 0.031
DCT -0.103 -0.106 -0.049 0.147 0.084
DCB -0.474 -0.418 -0.290 0.545 0.484 0.247
3-chlorotoluene -0.484 -0.451 -0.317 0.597 0.560 0.295
chlorobenzene -0.458 -0.432 -0.288 0.558 0.530 0.258
benzonitrile -0.762 -0.735 -0.485 0.902 0.872 0.470
acetonitrile -0.55 -0.556 -0.553 -0.500 0.823 0.820 0.607
DMA -0.677 -0.673 -0.502 0.792 0.789 0.733

a All values are given in eV. TMB is 1,2,4-trimethylbenzene; 1,3-DIP is 1,3-diisopropylbenzene; TIP is 1,3,5-triisopropylbenzene; DMA is
N,N-dimethylacetamide; DCT is 2,5-dichlorotoluene; DCB is 1,3-dichlorobenzene.
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and are within 0.2 eV of the values derived from the FDPB
continuum model.

Comparison and Assessment of the SolVation Models.Table
2 lists the available experimental∆rG data for1 at 295 K and
the values predicted by the parametrized molecular model and
the simple continuum model. The best fit radius and∆vacG
parameters from the molecular model also were used for the
simple continuum calculations.34 Both models predict similar
qualitative changes upon increasing solvent polarity, but generate
different detailed trends within similar solvents. Among the
aromatic hydrocarbon solvents, the experimental∆rG becomes
more positive as the alkyl content of the solvent increases. The
continuum model does not reproduce this trend but the molecular
model does, to within 9 meV. The molecular model succeeds
in reproducing this trend because of the short-range nature of
quadrupole solvation and the increasing hard-sphere solvent
diameter upon increasing alkyl substitution of the aromatic ring.
The inclusion of solvent quadrupolar interactions is required
for accurate predictions of solvation in the aromatic hydrocarbon
solvents (see Table 2), using a solute radius that also applies in
polar solvents. An implementation of the molecular model12 that
excludes quadrupole interactions requires a significantly smaller
solute radius to reproduce the experimental free energies in the
alkylbenzenes. The smaller solute radius produces exceedingly
large reorganization and reaction free energies in the more polar
solvents.

The parametrized molecular and continuum models predict
different ∆rG values in the more polar solvents. Without
experimental∆rG data in these solvents, it is not possible to
determine the accuracy of either model. Experimental studies
in the weakly polar solvent diethyl ether yield∆rG ) -0.08
eV for 1 at 295 K. The continuum model predicts∆rG ) -0.21
eV. The molecular model prediction,∆rG ) -0.082 eV, is much
more accurate. Overall, the molecular model is quite good at
reproducing room temperature∆rG values for which experi-
mental data is available. The parametrized molecular model’s
predictions of the temperature dependence of∆rG come close,
but do not exactly reproduce the available experimental data
(Figure 2). Part of this failure may stem from the model’s neglect
of nonaxial terms in the quadrupole tensor.

The parametrized molecular and continuum models’ predic-
tions of the reorganization energy differ significantly. The
continuum model predictsλo values in the alkylbenzene solvents
that are more than 0.1 eV (more than 300%) smaller than the
molecular model values (Table 2). The molecular model
calculations withQ ) 0 demonstrate that quadrupole interactions
are the dominant source of solvent reorganization in the alkyl
benzene solvents. The absence of quadrupole interactions within
the continuum model is a primary reason for its smallλo

predictions in the alkylbenzene solvents. The continuum model
predictions ofλo in the polar, aromatic solvents are 0.3-0.4
eV smaller than the molecular model’s predictions. Interestingly,
the molecular and continuum model predictions ofλo are in
better agreement for the polar, nonaromatic solvents acetonitrile
and dimethylacetamide. Continuum FDPB calculations17 of λo

for 1 in the latter two solvents16 are even closer to the molecular
model predictions listed in Table 2, but the FDPB prediction
of λo for benzonitrile is again much smaller than the molecular
model value. Calculations withQ ) 0 (Table 2) indicate that
solvent quadrupole-solute dipole interactions are not the source
of the disparity in theλo predictions. Two points are clear: the
continuum and molecular models generate very different∆rG
and λo for solvents with significant quadrupole moments and
consideration of the detailed molecular shape of1 does

significantly alter the continuum predictions. Without direct
measurements ofλo or ∆rG, it is not possible to determine
whether either model accurately predicts solvation energies in
polar aromatic solvents.

The molecular and continuum models also make different
predictions for the temperature dependence of the reorganization
energy. Figure 5 displays the two models’ predictions for the
reorganization energy as a function of temperature in three
solvents. The molecular model (solid lines) predicts a negative
slope for the reorganization energy in benzonitrile (]), meta-
chlorotoluene (O), chlorobenzene (0), and every other solvent
in Table 2.35 The continuum model predicts a positive slope of
the reorganization versus temperature for1 in meta-chlorotolu-
ene, a slope of zero for benzonitrile, and a negative slope for
chlorobenzene. Vath et al. have extensively studied the differ-
ence in the temperature dependences predicted by the two
models.26 The latter studies demonstrated that the molecular
model correctly predicts a negative slope forλo versus temper-
ature in cases where the continuum model failed, both quanti-
tatively and qualitatively. The temperature dependence of the
reorganization (and solvation) energy arises from two primary
effects: density changes and increased thermal kinetic energy.
The continuum model accounts indirectly for these effects,
through the temperature dependence of the static dielectric
constant, but does not include the effect of changing density in
an explicit manner. The molecular model explicitly accounts
for both of these effects on solvation energetics and, in addition,
treats variations in the local solvent density.26

One can alter the continuum model predictions ofλo and∆rG
by varying the cavity radius and/or∆vacG. For example,
decreasing the continuum cavity radius and adjusting the vacuum
free energy yieldsλo and∆rG values in the polar solvents that
are closer to the molecular model predictions. However, this
leads to unrealistic predictions for the nonpolar solvents.
Furthermore, it does not correct the erroneous temperature
dependence ofλo in the polar solvents. Overall, the molecular
model provides reasonable predictions of solvation related
quantities for a wide of variety of solvents. The utility of the
molecular model in these investigations arises, at least in part,
from our ability to parametrize it with the experimental free
energy data and from the relatively spherical shape of1. It may
be that the model performs less well for solutes that deviate
more strongly from spherical shapes. An advantage of con-

Figure 5. Predicted temperature-dependent reorganization energy for
1 in three solvents: benzonitrile (diamonds), chlorobenzene (squares),
and meta-chlorotoluene (circles). The dashed lines and open symbols
are for the continuum model, and the solid lines and filled symbols
are for the molecular model.
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tinuum treatments is the ability to compute solvation energies
for arbitrary solute shapes. The significantly different predic-
tions, arising from the two solvation models, clearly illustrate
the need for methods of measuring∆rG and λo in electron-
transfer systems.

Obtaining the Electronic Coupling.Once internal reorganiza-
tion energy parameters and reaction free energy data are
available, one can extract values of the solvent reorganization
energy and the electronic coupling by analyzing the temperature-
dependent rate constant data. If the solvent reorganization energy
and the electronic coupling were temperature independent, this
process would be straightforward. However, the temperature
dependence of the solvent reorganization energy and the possible
temperature dependence of the electronic coupling parameter
complicate such an analysis. In systems where the electronic
coupling parameter is thought to be temperature independent,
the rate constant data can be analyzed to extract a temperature-
dependent reorganization energyλo(T) and a value of|V|.20,21

Such systems are likely to include donor-bridge-acceptor
molecules in which the electronic coupling is mediated by a
structurally rigid, intervening bridge (Scheme 1). By contrast,
when the structures responsible for mediating coupling are
assembled by noncovalent interactions and are highly mobile,
bothλo and|V| may vary with temperature. The highly curved
molecules studied here fall into this category. Fortunately, the
molecular solvation model’s accurate predictions of the tem-
perature dependent reaction free energy data (see Figure 2) and
the reaction free energy in acetonitrile at 295 K (see Table 2)
suggest that the model, as parametrized, adequately mimics the
solvation related properties of1 for a variety of solvents and
temperatures, with the notable exception of 2,5-dichlorotoluene.
Taking the temperature dependent reorganization energy and
reaction free energy from the model, the electronic coupling
magnitude can be extracted directly from the rate data, via eq
3. This approach facilitates investigation of whether the
electronic coupling has significant solvent and/or temperature
dependence. The results of these investigations are summarized
below.

Electronic Coupling

The electron transfer rate constant (eq 3) is proportional to
the square of the electronic coupling,|V|, between the diabatic
states at the curve crossing. In a one electron approximation,
|V| is the resonance integral for electron delocalization over the
donor and acceptor. If no other atoms or molecules lie between
the donor and acceptor, this coupling depends on the overlap
of the donor and acceptor wave functions and exhibits a steep,
exponential decrease with increasing separation. At separations
greater than a couple of angstroms, simultaneous exchange
interactions of the donor and acceptor with intervening mol-
ecules and atoms mediates the electronic coupling, generating
larger interaction energies than does the direct interaction.36

Intervening molecules and ligands can mediate electronic
interactions via a number of different mechanisms.37,38 A
superexchange model, elaborated by McConnell,39 has received
the most attention. Within this model, the initial and final
diabatic states mix by virtue of their interactions with higher
energy electronic configurations, e.g., obtained by promotion
of an electron (hole) from the donor (acceptor) to an empty
(filled) orbital of the intervening molecules. For the case of
identical mediating sites and only nearest neighbor interactions,
the electronic coupling V is given by

whereT is the interaction energy between the donor (acceptor)
and the terminal superexchange orbital of the intervening
structure, ∆ is the energy difference between the diabatic
transition state and the superexchange configurations involving
the promoted electron (hole), andt is the interaction energy
between theN adjacent bridge sites. This perturbation treatment
is valid if t andT are much less than∆. Two of the McConnell
model’s predictions for the dependence of the coupling on the
structure of the intervening medium have sparked considerable
investigation: (i) an exponential decrease of donor-acceptor
coupling magnitude with increasing separation/number of sites
(N) of the intervening medium, i.e., ln|V| ∝ (N - 1), and (ii)
the characteristic decay length for the interaction (i.e., the
proportionality constant between ln|V| and N, commonly
referred to asâ), becomes small as (t/∆) approaches one.40

Although the chemistry and physics is richer than shown
by this simple model, detailed theoretical studies and experi-
mental observations confirm these two essential aspects of the
McConnell model.41 Quantum calculations yield approximately
exponential reductions of electronic coupling magnitudes with
increasing separation in homologous spacer structures (linear
alkanes, steroids,R-helix or â-sheet polypeptides, polyenes,
stacked aromatics, etc).40b,42 The net coupling magnitude is
determined by a superposition of multiple coupling “path-
ways”,43 consisting of exchange interactions among adjacent
sites and nonadjacent sites within the structure between the
donor and the acceptor.44 In addition, the majority of experi-
mental studies report approximately exponential reduction of
electronic coupling magnitudes with distance in a variety of
media including organic glasses, DNA, proteins, organic, and
inorganic spacers.45,46 The predicted dependence ofâ on the
energy gap40,44c,47-49 has been probed, also. Paddon-Row et al.40b

employed natural bond orbital (NBO) methods50 to demonstrate
that increasing∆ reduces the electronic coupling magnitude and
increases the magnitude ofâ for π orbitals on opposite ends of
an alkyl chain. Similarly, the coupling acrossΒ-form DNA
exhibits an exponential decrease with distance, the steepness
of which depends on∆.47,51 Recent theoretical efforts have
explored the limits wheret/∆ approaches one and the super-
exchange approximation breaks down.37,52These models involve
excitation of the carrier (electron or hole) onto the bridging site-
(s) and “hopping” conduction through the spacer.

A number of studies report smallerâ for electron-transfer
reactions across aryl spacers (∼0.4) than for structurally similar
spacers containing cycloalkane units.5a,53 Spacer structural
features that significantly lower mediating state energies appear
to produce increased transfer rate constants.5b,54,55In an alterna-
tive approach, Miller varied∆ by altering the energy levels of
the donors (by∼2 eV), rather than the spacer and found thatâ
for a low temperature glass varied systematically with the donor
energy level.56 As shown below, these two essential features of
the McConnell description are also evident in solvent-mediated
electron transfer.

Among the many electronic coupling investigations, few have
identified contributions to the donor-acceptor coupling that are
mediated by fluid solvent media. Electron transfer in organic
glasses and transfer within and between proteins provide clear
precedent that coupling does not require an entirely covalent
pathway between the donor and the acceptor. However, the
amplitudes of structural fluctuations in the fore-mentioned
systems, although important,57 should be much smaller than
those of fluid solvents. Prior to the investigations summarized
herein, a handful of experimental reports indicated that solvent
molecules could mediate electronic coupling.58-62 The directV ) (T2/∆)(-t/∆)Ν-1 (14)
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formation of solvent separated ion pairs from electronically
excited acceptors in certain aromatic solvents provided a partic-
ularly convincing demonstration of solvent-mediated coupling.63

Our initial studies15 indicated that detailed investigations of
solvent-mediated coupling in unimolecular electron-transfer
systems require donor-spacer-acceptor structural features that
maximize solvent-mediated coupling and minimize through
bond (through spacer) coupling contributions. At the minimum,
(a) the spacer should juxtapose the donor and acceptor at a
separation that is the smallest needed to accommodate an
intervening solvent molecule in an appropriate orientation (vide
infra), and (b) the spacer should include structural features that
significantly reduce bond-mediated coupling magnitudes. Highly
curved donor-spacer-acceptor molecules are one structural
motif that meets these requirements. Alternatively, spacers might
be able to promote solvent-mediated coupling through incor-
poration of molecular recognition elements that position a
solvent or ligand directly between the donor and the acceptor.64

Although the experimental investigations of through-bond
coupling and theoretical models provide general guidelines for
understanding solvent-mediated coupling magnitudes, the in-
volvement of solvent molecules in the coupling pathway
introduces a number of unique structural issues. Solvent-
mediated electronic coupling magnitudes should be dependent
on the energies of solvent frontier molecular orbitals and on
the distribution and nodal patterns of these orbitals, because
they influence∆, t, andT in eq 14. These issues are discussed
in sections 1 and 2 below. Donor-to-acceptor separation can
influence the sets of solvent configurations that provide effective
coupling pathways. The contour of the solvent accessible cleft,
defined by the spacer, donor, and acceptor groups, may also
influence the accessible solvent configurations. These issues are
discussed in section 3 below. Last, the motion of solvent
molecules within the cleft causes the solvent-mediated coupling
pathways and magnitudes to fluctuate. As the amplitudes of
solvent motions are larger than the motions of “rigid” covalent
spacers, solvent dynamics should modulate the magnitude of
solvent-mediated coupling in C-shaped systems to a greater
extent than normally occurs in linear donor-spacer-acceptor
molecules. Solvent motion may lead to temperature-dependent
electronic coupling magnitudes and/or a breakdown of the
Condon approximation. These issues are discussed in section 4
below.

1. SolVent-Mediated Electronic Coupling: Theoretical In-
sights. In systems wheret/∆ is much smaller than one,
superexchange coupling magnitudes drop steeply with increasing
number of superexchange sites, N, in a pathway (eq 14). For
solvent-mediated coupling to approach the single site (N ) 1)
limit, the electron transfer active orbitals on the donor and the
acceptor need to be sufficiently close to experience strong
exchange interactions,TDS and TSA, simultaneouslywith the
same orbital(s) of a single solvent molecule. For larger donor-
acceptor separations (alternatively, for small solvents), a single
solvent molecular orbital may not be large enough to interact
with the donor and acceptor simultaneously. Because exchange
interactions decrease very steeply with distance,65 significant
“through-space” jumps in coupling pathways will sharply
diminish solvent-mediated coupling magnitudes.66 Alternatively,
solvent-mediated coupling pathways for larger donor-to-acceptor
separations may include interactions among multiple solvent
molecules (N > 1), but again, such couplings will be signifi-
cantly smaller than for a single solvent molecule.

For a given solvent and donor-spacer-acceptor topology,
the placement and orientation of a solvent molecule strongly

modulates the magnitude of solvent-mediated electronic cou-
pling.67 Donor-to-solvent and solvent-to-acceptor separations,
relative orientations, and the nodal patterns of the electron-
transfer active orbitals on the donor, acceptor, and solvent
molecule all influence the magnitude of solvent-mediated
coupling. Figures 6 and 7 present ZINDO-generalized Mulliken
Hush (GMH)68 calculated values of the donor-acceptor cou-
pling for 1 as a function of a single benzene molecule’s position
and orientation within the cleft. For the purposes of this
discussion, the reference frame is oriented with thex axis parallel
to the long axis of the anthracene, they axis parallel to the
short axis of the anthracene, and thez axis perpendicular to the
anthracene plane, roughly parallel to the direction of charge
transfer. The origin lies at the center of the anthracene ring
bearing the methoxy groups. Figure 6 displays the GMH
coupling values for a benzene in a plane parallel to the
anthracene group, displaced 3.6 Å along thez axis from the
anthracene plane and oriented such that two benzene C-H
bonds point in opposite directions along thex axis (“one H-up”
configuration). The abscissa of this plot gives the distance,y,
from the center of the benzene to the approximate symmetry
(xz) plane of1. For benzene displacements larger thany ) (5
Å, |V| is less than 5 cm-1. Moving the benzene toward thexz
plane increases the coupling magnitude untily ) (2.5 Å where
|V| ) 35 ( 3 cm-1. At this y value, the two benzene p orbitals
closest to thexz plane are positioned to interact strongly with
the p orbitals on the long edge of the anthracene and with two

Figure 6. Panel A: Calculated values of the donor-acceptor electronic
coupling (red diamond) for1 as a function of they displacement of a
benzene solvent molecule. The positivey axis extends toward the
viewer. The relative probability of each solvent configuration, as
determined from molecular mechanics energies, is indicated by the blue
filled circle. See the text for a more complete description. Panel B
displays the reference frame, a ball-and-stick representation of the
ground state, equilibrium geometry of1 and the LUMO of the donor,
benzene, and acceptor groups.
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adjacent, in phase carbons (bold) of the OdCsCdC portion
of the acceptor LUMO. Further movement of the benzene
toward thexz plane reduces|V| to ∼0 cm-1 at y ∼ 0 Å. The
solvent-mediated coupling is insignificant at geometries neary
) 0 because the electron-transfer active LUMOs of the donor
and acceptor have different symmetry with respect to thexz
symmetry plane (a′ and a′′ respectively) and the orbitals of the
solvent also transform as a′ and a′′ when near the symmetry
plane, making for a small mixing. The change of sign in the
profile of V versusy reflects the nodal properties of the donor
and acceptor. When the benzene is positioned close to thexz
plane, solvent-mediated interactions on they > 0 andy < 0
sides are of similar magnitude but opposite signs, resulting in
near cancellation of the coupling. Although the absolute sign
of the electronic coupling has no impact on an electron transfer
rate constant, the relative signs of two contributing interactions
does influence the coupling magnitude and the transfer rate
constant. A qualitatively similar, but quantitatively different,
behavior is also seen for other orientations of the benzene
molecule and displacement along other directions, e.g.,x
displacement. (See Chart 2 in the Supporting Information.)
Solvent molecule rotations also cause strong variation of
coupling magnitude. Figure 7 displays the coupling predicted
for a benzene molecule, positioned on thexz symmetry plane
(y ) 0), as a function of the rotation angle about thex axis.
Positive rotations position the left half of the benzene closer to

the left half of the donor and position the right half of the
benzene closer to the right half of the acceptor. For rotation
angles|φx| < 10°, the coupling magnitude is close to 0 cm-1,
but for |φx| g 10°, the coupling magnitude rises steeply,
achieving values close to 60 cm-1 at 20°. These rotations replace
the destructive interference present at small angles with a single
set of strong interactions at larger angles. Rotations of the
benzene about they axis induce similar variations of the
coupling magnitude. (See Chart 3 of the Supporting Informa-
tion.)

The above results reveal a complex dependence of solvent-
mediated coupling sign and magnitude on the location and
orientation of a solvent molecule in the cleft. This strong
dependence of coupling on nuclear geometry, for a readily
accessible portion of solvent configuration space, constitutes a
significant difference between solvent-mediated coupling and
bridge-mediated coupling. It creates the possibility for unique
properties/behavior of solvent-mediated coupling and also alters
the interpretation of “measured” coupling values. In the non-
adiabatic limit, the probability of electron transfer during any
single reactant/product crossing eventj is proportional to the
square of the particular value of the coupling, (Vj)2, whereVj

depends on the current “in-cleft” solvent configuration. During
subsequent crossing events, the instantaneous values of the
electronic coupling will be different because of variation in the
in-cleft solvent configuration. Assuming that the probability and
energy of any particular in-cleft solvent configuration,Ej, is
independent of the “bulk” solvent configurations required to
access the level crossing (transition state), the experimentally
observed electronic coupling can be expressed as an ensemble
average of the values at the configurationsj, namely

Figures 6-7 display plots of the Boltzmann factors (relative
probabilities) for the solvent configurations whose couplings
were calculated. Because the fluctuations of solvent-mediated
coupling magnitude are large69 among the accessible solvent
configuration, environmental variables such as temperature or
pressure, which alter the relative populations of the solvent
configurations, may alter the observed magnitude of solvent-
mediated coupling. Evidence for these effects will be discussed
below.

2. Energy Gap Effects on Coupling.The electronic coupling
depends on both the site-to-site exchange interactions and on
the energy gap,∆, between the electron-transfer transition state
and the superexchange state. The energy gap for electron-
mediated superexchange involving a single solvent may be
estimated as70

where IP(D*,vertical) is the vacuum, vertical ionization potential
of the excited donor, EA(S,vertical) is the vacuum, vertical
electron affinity of the solvent,CMS(D+,S-) is the vacuum
Coulomb interaction between the charged donor and solvent in
the transition state geometry, and∆GTS_SOLV is the differential
solvation energy, arising from the solvent polarization at the
transition state interacting with the superexchange state dipole
moment minus its interaction with the D*SA state dipole

Figure 7. Panel A: calculated values of the donor-acceptor electronic
coupling (red diamond) for1 as a function of the rotation angle of a
benzene about thex axis. Thex axis extends toward the viewer. The
relative probability of each solvent configuration, as determined from
molecular mechanics energies, is indicated by the blue filled circle.
For these calculations, the benzene was rotated by 30° about thezaxis,
relative to the benzene orientation in Figure 6. Panel B displays the
reference frame, a ball and stick representation of the spacer, and CPK
images of the donor, benzene, and acceptor groups, with the benzene
oriented at-20° about thex axis.

〈|V|2〉 )

∑
j

|Vj|2 exp(-Ej /kT)

∑
j

exp(-Ej /kT)

(15)

∆ ∼ IP(D*,vertical)- EA(S,vertical)+ CMS(D+,S-) +
∆GTS_SOLV (16)
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moment. |∆GTS_SOLV| contributes less than-0.3 eV.70 The
second term on the right-hand-side of eq 16 introduces particular
sensitivity to the nature of the solvent.71 Solvents with more
positive electron affinity yield smaller∆ and, therefore, should
provide larger coupling. This prediction was tested for molecules
1 and3. Table 3 lists values of|V| for 1 in various solvents at
295 K, obtained using the molecular solvation model to calculate
the FCWDS (vide supra). The largest coupling, in benzonitrile,
is four times larger than the smallest coupling, in 1,3,5-
triisopropylbenzene. GMH calculations for1 in the absence of
solvents indicate negligible bond-mediated coupling (<0.5
cm-1).67b,72Values of EA(S,vertical) for the solvents in Table
3 are needed to employ eq 16 but have not been reported for
all of the solvents. Instead, EA(S,vertical) has been calculated
as the 6-31G** LUMO energy at each solvent’s ground-state
equilibrium geometry and scaled to the known experimental EA-
(S,vertical) values.73

For 1, the cleft defined by the donor, spacer, and acceptor is
large enough to accommodate at most one solvent molecule.
Thus, theN ) 1 limit of eq 14 applies and|V| ) TD*STSA/∆.
Substituting eq 16 into this expression and rearranging yields

A plot of |V|-1 versus-EA(S,vertical) (Figure 8A) shows a
discernible trend of increasing|V|-1 for solvents with more
negative vertical electron affinity, albeit with scatter. The size
and number of substituents on the periphery of the aromatic
solvents influence the coupling magnitude, presumably because
of steric constraints on the set of available solvent-in-cleft
configurations (vide infra). The figure divides the solvents for
1 into two classes, bulky (unfilled triangles) and not bulky
(shaded triangles). Ignoring the bulky solvents yields a plot with
a clearer correlation between|V|-1 and the solvent molecule’s
vertical electron affinity. This correlation supports the predomi-

nant role of solvent in mediating electronic coupling in1. Figure
8B shows a similar analysis but uses the solvent’s ionization
potential for which a correlation is expected if hole-mediated
superexchange pathways are important. In this case, no cor-
relation is evident. These observations show that coupling
pathways with electron excitations to the bridge, rather than
hole excitations, dominate the interaction.

An estimate of the configurational average of (TD*STSA) can
be obtained from a linear regression analysis of Figure 8A
according to eq 17. Excluding values for the trisubstituted
aromatic solvents, the slope of the regression line for1 is 270
eV-2. This slope provides a geometric mean [(TD*S TSA)1/2] for
the two exchange terms of 490 cm-1. Excited donor-solvent
and solvent-acceptor diabatic state interaction energies are
determined as part of the GMH analyses (see Figures 6 and 7).
The root-mean-square interaction energy averaged over the sol-
vent configurations amounts to 400 cm-1. The correspondence
between these two estimates is much better than one should
expect given the approximate nature of the determinations.

In the C-shaped molecule3, the distance between the
anthracene donor and the nitroethylene acceptor is 10 Å, about
3 Å larger than in1. The increased width of the cleft enables
entry of larger solvent molecules and affords in-cleft solvent
molecules greater freedom of placement and orientation as
compared to the cleft of1. Molecular mechanics studies indicate
that the cleft is still too small to accommodate more than one
solvent molecule. The absence of detectable equilibrium between
the charge-separated and locally excited states in this molecule
precludes parametrization of the molecular solvation model.
Instead, the FCWDS for3 in each solvent is estimated from
the experimental rate constant of the linear molecule,9, that
contain the same donor and acceptor and approximately the same
center-to-center charge-transfer distance.74 Table 3 lists the
resulting values of|V| for the excited-state charge separation
reaction of3 in the investigated solvents. The couplings for3,
which range from 1 cm-1 in diethyl ether to 3 cm-1 (methylene
dibromide, benzonitrile, ando-dichlorobenzene), are consider-
ably smaller than for1, because3 has a larger cleft and hence
larger donor-to-solvent and solvent-to-acceptor distances. GMH

TABLE 3: Solvent-Mediated Electronic Coupling Magnitude and Distance Dependence

solvent LUMO (eV) 6-31G** EA (eV) expt. IP (eV) expt. |V| (cm-1) for 1 |V| (cm-1) for 3 â (1/Å)

benzonitrile 2.44 0.24 9.7 12 2.8 0.97
1,3-dichlorobenzene 3.14 -0.31 9.1 7.7
2,5-dichlorotoluene 3.18 -0.31 8.8 6.1
o-dichlorobenzene 3.20 0.094 9.2 9.0 2.8 0.78
CH2Br2 3.20 10.2 2.8
CHCl3 3.29 11.4 2.5
(C6H5)CH2CN 3.43 9.4 2.2
CH2ClBr 3.55 10.8 2.4
chlorobenzene 3.57 -0.75 9.1 8.5
3-chlorotoluene 3.60 -0.75 8.7 7.5
anisole 3.93 8.4 1.6
veratrole 4.01 7.8 1.3
cumene 4.04 8.7 5.2
benzene 4.05 -1.12 9.2 7.2
toluene 4.06 -1.11 8.8 6.9
1,3-dithiolane 4.08 8.8 1.9
mesitylene 4.17 -1.03 8.4 4.9
CH2Cl2 4.19 11.3 5.2 2.0 0.64
1,2,4-trimethylbenzene 4.20 -1.07 8.4-8.6 5.6
1,3-diisopropylbenzene 4.3 4.4
1,3,5-triisopropylbenzene 4.4 8.2 3
tetrahydrothiophene 5.30 8.4 1.4
N,N-dimethylacetamide 5.56 9.2 6.3
acetonitrile 5.77 12.0 4.6 1.1 0.95
tetrahydrofuran 6.21 9.4 1.1
diethyl ether 6.46 9.5 3.5 0.9 0.91

1
|V| ) -

EA(S, vertical)
TD*S TSA

+

IP(D*, vertical)+ CMS(D+,S-) + ∆GTS_SOLV

TD*S TSA
(17)
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calculations for3 predict spacer-mediated coupling of<1 cm-1.
Thus, a portion of the experimentally determined couplings may
arise via the spacer. With that caveat,|V|-1 for 3 exhibits a
marked dependence on the solvent vertical electron affinity, EA-
(S,vertical) (Figure 8A).

If an aromatic solvent within the cleft of3 is oriented with
its molecular plane parallel to the donor and acceptor groups
(as is sterically enforced in1), the donor-spacer and spacer-
acceptor separations would be, on average, 1.5 Å greater for3
than for1. Accordingly, (TD*S TSA)1/2 for 3 would be 40 times
smaller than for1.75 A linear regression analysis of the data for
3 in Figure 8a yields 200 cm-1 for (TD*S TSA)1/2 which is only
two and half times smaller than the value for1. This result
suggests that a solvent molecule within the cleft orients to
maximize van der Waals contact with the donor and the
acceptor. Such rotated solvent configurations reduce the length
of through space gaps in the tunneling pathway for the wider
cleft and may account for the small decrease in (TD*S TSA)1/2.76

3. Structural Factors of the SolVent and Donor-Spacer-
Acceptor Molecules.The observation that (TD*S TSA)1/2 for 1 is
two times larger than for3 demonstrates that cleft width

influences the magnitude ofTD*S andTSA exchange interactions.
Most likely, cleft width, solvent size, and the mediating orbital
distribution collectively influence (TD*S TSA)1/2. The variety of
effects that solvent structure can induce is revealed by consid-
eration of the data in Table 3 and the scatter in the plots of
|V|-1 versus electron affinity (Figure 8A). As noted previously
for 1, the couplings determined in aromatic solvents with
sterically demanding substituents are significantly smaller than
the couplings determined for less sterically demanding solvents
with similar electron affinity. Thus, although benzene and
toluene provide a coupling of∼7.1 cm-1, the presence of three
peripheral alkyl carbons in 1,3,5-trimethylbenzene (mesitylene),
1,2,4-trimethylbenzene, and isopropylbenzene (cumene) provide
a 27% smaller|V| ∼ 5.2 cm-1. The presence of a second
isopropyl group in 1,3-diisopropylbenzene reduces the coupling
further (to 4.5 cm-1) relative to cumene, and a third isopropyl
group on the aromatic ring periphery (1,3,5-triisopropylbenzene)
yields the smallest coupling of all of the solvents investigated
with 1 (3 cm-1). As the vertical electron affinities of all of these
solvents are similar, the decrease of|V| with increasing numbers
of alkyl groups originates from a decrease of the average value
of (TD*S TSA)1/2.

The values determined for|V| and for (TD*S TSA)1/2 reflect
an average over all solvent-cleft configurations (including
vacant clefts) that are present at the electron-transfer transition
state. Increased steric repulsion, between the alkyl groups along
the periphery of the solvent and the donor-spacer-acceptor
contour defining the cleft, reduces the net coupling (i) by
favoring in-cleft solvent configurations that have small solvent
π-system overlap with one (or both) of the donor and acceptor
groups or (ii) by favoring vacant-cleft solvent configurations.
The lowest energy conformation of an aryl bonded isopropyl
group projects its methyl groups above and below the aromatic
plane. The presence of three of these alkyl “bumpers” around
the aromatic periphery in triisopropylbenzene greatly reduces
the fraction of solvent configurations for which the solvent
molecule’s π system lies within the cleft and reduces the
exchange interaction for those configurations in which theπ
system makes it into the cleft. Given the steric barrier, it is
possible that the|V| of 3 cm-1 determined for triisopropylben-
zene reflects tunneling that is mediated primarily by the
isopropyl groups. The coupling in this system is small because
the solvent is too big to “fit” within the cleft. The size and
distributions of alkyl groups in the other alkylbenzene solvents
do not prevent solvent entry into the cleft; however, they provide
less coupling than observed for benzene as a result of the two
effects noted above (vide infra- dynamics).

In contrast to1, the larger cleft of3 readily accommodates a
single solvent molecule for each of the solvents in Table 3.
Rather, the “challenge” for solvents is to span the increased
donor acceptor separation within3 without using more than one
solvent molecule (N > 1 limit). For a good “fit” with3, a solvent
must provide a LUMO of wider extent than for1. Consequently,
one might expect the mean values of (TD*S TSA)1/2 to vary with
solvents to a greater extent than with1. The effect of solvent
size and shape on (TD*S TSA)1/2 can be examined by dividing
the data into three solvent categories: nonaromatic five-member
ring, monosubstituted aromatic, and CH2X2. Within each solvent
set, a reasonably linear correlation is observed (Figure 8A). The
slopes of the regression lines through all three subsets are
similar, yielding (TD*S TSA)1/2 of 200, 210, and 220 cm-1,
respectively. Surprisingly, despite their different sizes and
shapes, all three sets of solvents generate comparable values of
(TD*S TSA)1/2.

Figure 8. Panel A: Reciprocal of the electronic coupling magnitude
plotted versus the vertical electron affinity for each solvent. The
regression line for1 (s s) was calculated using data from all solvents
(2) with the exception of the trisubstituted aromatic solvents (4). The
regression line for3 (solid line) was calculated using data from all the
solvents (circles). The data from3 in five member ring, nonaromatic
solvents (b), CH2X2 solvents (shaded circles), and monosubstituted
aromatic solvents (light shaded circles) are indicated to demonstrate
the reduction in scatter among structurally similar solvents. Panel B:
The reciprocal of the electronic coupling magnitude is plotted versus
the vertical ionization potential of each solvent for1 and3. The shadings
indicate the same solvents as in panel A.
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The distance dependence of solvent-mediated coupling can
be probed using1 and 3, which both can accommodate only
one solvent molecule in its cleft. For the solvents in which both
molecules were studied (see Table 3), the electronic coupling
for 1 (7.1 Å gap) is three to four times larger than for3 (9.9 Å
gap). This reduction in coupling corresponds to an effective
tunneling decay constantâ ranging from 0.64 to 0.97 per Å for
the five solvents (see Table 3). Paddon-Row and co-workers
studied electron transfer in two highly curved U-shaped
molecules whose spacers provided 7.5 and 9.5 Å separations
between identical donor and acceptor pairs.66 The reduction of
optimal electron-transfer rate constants with increased donor/
acceptor separation in their system yieldsâ values between 0.3
and 1 Å-1.77 For the polar solvents investigated using both the
U-shaped and C-shaped molecules,o-dichlorobenzene and
acetonitrile, similarâ values are obtained. As the clefts of all
four molecules are too narrow to accommodate two solvent
molecules, theâ values reflect changes in the ensemble average
of (TD*S TSA)1/2 with increasing separation, rather than an
increase in the number of superexchange sites. Paddon-Row et
al. proposed that the distance dependence of solvent-mediated
coupling might be nonmonotonic.66 In their model,|V| would
decrease sharply for cleft widths larger than an integral number
of solvent diameters because of inefficient tunneling (â ) 2.8
Å-1) across the gaps between the solvents. However,|V| would
increase sharply at cleft widths corresponding to the next integral
number of solvents, generating a zigzag coupling versus distance
profile. For the nonspherical solvents employed in both of our
investigations, the distance dependence of|V| is shallower than
predicted and likely results from the ensemble of single solvent
orientations and placement available at the investigated cleft
widths. Cleft shape, solvent size and shape, and the ensemble
of solvent configurations clearly play important roles in deter-
mining the distance dependence of solvent-mediated coupling.78

4. Dynamical Effects on SolVent-Mediated Coupling Magni-
tudes.Motions of solvent molecules comprising the electron
tunneling pathway modulate the magnitude and sign of the
electronic coupling matrix element. The GMH studies allow
calculation of a Boltzmann weighted, ensemble average value
of |V| according to eq 15.79 For the 78 configurations of a single
benzene in the cleft of1, the ensemble average value of the
root-mean-square coupling is〈V2〉1/2 ) 14.8 cm-1 at 298 K.
The ensemble average of the coupling is〈V〉 ) -0.6 cm-1 and
the root-mean-square deviation from the average isδ ≈ 〈(V -
〈V〉)2〉1/2 ) 14.8 cm-1. The coupling fluctuations are large
relative to the mean coupling value.80 This feature distinguishes
solvent-mediated coupling from bridge-mediated donor-accep-
tor coupling, for which the structure, not structural fluctuations,
is the primary factor determining through-bond coupling
magnitudes.15,69b,cIf the experimental values of solvent-mediated
coupling magnitude reflect an ensemble average (eq 15), external
factors that change the energies or relative probabilities of the
individual solvent configurations should alter the observed
coupling magnitude. For example, changing the temperature to
400 K for the ensemble of 78 benzene/1 solvent configurations
increases the root-mean-square coupling,〈|V|2〉1/2, to 16.5 cm-1.
The larger coupling arises from increased population of higher
energy, larger coupling solvent configurations. This percentage
change in〈|V|2〉1/2 would increaseboth kfor andkback by 20%.

The electron-transfer rate constants for1 exhibit a variety of
temperature dependences. In solvents containing polar groups
(C-Cl, -CN, and-C(O)NMe2), kfor (S1fCS) increases with
increasing temperature. These solvents are too polar (∆rG is
more negative than-0.15 eV) to generate significant values of

kback (CSf S1), with the exception of 2,5-dichlorotoluene. In
benzene and the monosubstituted alkyl aromatic solvents,
toluene and cumene,kfor decreases andkback increases with
increasing temperature.12 The opposite temperature slopes of
kfor andkback originate from a change in the sign of∆rG (from
negative to positive) upon increasing the temperature. The
temperature dependence of the rates in the multiply alkylated
aromatic solvents vary widely. In 1,2,4-trimethylbenzene, the
rate constants exhibit trends similar to benzene;kfor decreases
andkback increases with increasing temperature. In the bulkier
solvent 1,3,5-triisopropylbenzene,kfor and kback both increase
with increasing temperature (260 to 290 K). For 1,3-diisopro-
pylbenzene and mesitylene, the rate constants vary nonmono-
tonically with temperature. In 1,3-diisopropylbenzene,kfor

increases from 220 to 270 K and decreases from 290 to 360 K,
whereaskback increases from 220 to 300 K and decreases above
330 K.81 In all solvents, the rate versus temperature profiles
are heavily influenced by the temperature dependence of the
FCWDS. Any temperature dependence of|V| can be examined
only after the FCWDS has been quantified. Fortunately, the
molecular solvation model has been calibrated for1 (vide supra)
and provides a means to calculateλo(T) and the FCWDS(T)
and to extract values of the coupling as a function of temperature
directly from the experimental electron-transfer rate constants
(see Figure 9).

The solvation model does a fair job of reproducing the
experimental∆rG(T) data for the charge separation reaction of

Figure 9. Panel A: Temperature dependence of the donor-acceptor
electronic coupling for1 in nondipolar aromatic solvents: benzene (O);
toluene (shaded circle); cumene (shaded triangle); mesitylene ((), 1,3-
diisopropylbenzene (shaded square); 1,3,5-triisopropylbenzene (4).
Panel B: The temperature dependence of the donor-acceptor electronic
coupling for1 in polar aromatic solvents and toluene: benzonitrile ()),
chlorobenzene (0), meta-chlorotoluene (O), toluene (shaded circle),
2.5-dichlorotoluene (4), acetonitrile (9).
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1 in the hydrocarbon aromatics. As such, the model’s estimates
of λo(T), the resulting values of the FCWDS, and the extracted
|V| in these solvents should be reasonably accurate. For1 with
the hydrocarbon aromatic solvents,|V| appears to decrease with
increasing temperature, with the sole exception of triisopropyl-
benzene (TIP, see Figure 9). For benzene, the coupling change
is very small, amounting to a 5% reduction over a 50 K range.
The coupling decrease in toluene is twice as large,∼ -10%
over a 50 K range. The solvation model reproduces∆rG very
accurately for these two solvents. Thus, the predictedλo and
the estimated FCWDS are as accurate as can be achieved
currently. Interestingly, these results differ from the prediction
based on the ensemble average of GMH calculated couplings
for “in-cleft” configurations (vide supra). The solvation model
accurately predicts∆rG for cumene between 295 and 332 K
(|δ∆rG| t |∆rG(expt.) - ∆rG(model)| < 5 meV)). Over this
temperature range, the calculated FCWDS decreases by less than
30%, howeverkfor decreases by nearly 60%. This indicates that
〈|V|2〉 decreases by more than 30%. This is credible evidence
that|V| decreases with increasing temperature for1 in cumene.

Similar conclusions are obtained by analyzing the rate,
FCWDS, and|V| results for1 in mesitylene. The solvation
model somewhat underestimates the (positive) slope of∆rG(T)
in mesitylene, yielding values ofδ∆rG equal to-7 meV at
297 K and+6 meV at 347 K (<20% error). Nonetheless, using
the shallower∆rG(T) from the model predicts an 18% decrease
in the FCWDS between 297 and 324 K, whereas the rate
constant decreases by 45%. This implies a 40% decrease of
〈|V|2〉 over this temperature range. The temperature dependence
of kback provides additional evidence of temperature dependent
|V| in mesitylene. The free energy change attending the back
reaction (CSf S1) is +0.04 eV at 297 K and reaches 0 eV
near 330 K. Despite the increased driving force with increasing
temperature,kback decreases at temperatures above 314 K. As
the FCWDS forkback must increase from 297 to 330 K,82 the
only explanation for the decreasing rate constant is a decrease
in 〈|V|2〉.

The electron-transfer rate constants of1 in 1,3-diisopropyl-
benzene (13DIP) display complicated temperature dependences;
kfor and kback both increase, plateau, and then decrease with
increasing temperature. The solvation model does not reproduce
the curvature of the∆rG(T) plot (see Figure 2), so the FCWDS-
(T) were evaluated using the experimental∆rG(T) and the
solvation model value ofλS(T). The FCWDS for the charge
separation reaction (Figure 10) is relatively constant from 235

to 285 K and decreases by 300% from 285 to 345 K. The
coupling, extracted from thekfor(T) data, changes little between
235 and 285 K but drops more than 40% from 285 to 345 K.83

The decrease of|V| with temperature is comparable to that
observed in mesitylene and is about twice as large as that
observed in cumene. By contrast, the coupling for1 in 1,3,5-
triisopropylbenzene appears to increase with temperature. The
data were obtained at lower temperatures, and over a limited
range, because the charge separation reaction is endoergic at
temperatures above 290 K. Bothkfor and kback increase from
260 to 290 K as∆rG(S1fCS) increases from-0.02 to 0 eV.
The increases of both rate constants can be achieved in two
ways: (i) both reactions lie in the normal region andλo decreases
very sharply over the 30 K range or (ii) the electronic coupling
increases with temperature. The solvation model prediction, that
λo decreases from 0.1 to 0.08 eV over this range, leads to less
than a 5% change in the FCWDS. Thus,|V| appears to increase
with temperature.

The temperature dependence of solvent-mediated electronic
coupling magnitude for1 originates from a complex combina-
tion of configurational equilibria and electronic wave function
overlap. Nonetheless, some general trends can be identified. For
solvents that are not strongly influenced by steric constraints,
increasing temperature leads to smaller observed couplings. This
trend can be rationalized as reflecting an entropy driven84

increase in the fraction of “empty” clefts at higher temperatures.
For solvents with extreme steric bulk, the coupling increase with
temperature. This may reflect enhanced population of “filled”
cleft configurations, which provide larger couplings and are
more accessible at higher temperatures.84 From the data, it is
evident that a variety of coupling versus temperature profiles
are possible. The validity of these ensemble average interpreta-
tions could be assessed by performing more complete simula-
tions of the electronic coupling magnitude, e.g., by a mixture
of GMH calculations and molecular dynamics simulation that
include contributions from solvent free clefts.85

Conclusions

The primary results of this body of work are the identification
and characterization of solvent-mediated superexchange as a
mechanism for electronic coupling between electron transfer
donor and acceptor groups and the parametrization and evalu-
ation of a molecular based model for the reaction free energy
∆rG and solvent reorganizationλo in polar and nondipolar
solvents. The accurate implementation of the molecular solvation
model is essential for the identification and quantification of
electronic coupling magnitudes. From the form of eq 3, it is
evident that assumed or inaccurate determinations of∆rG and
λo significantly impact values of the electronic coupling
extracted from rate constant measurements, because the former
quantities appear in the argument of an exponential term and
the latter appears in the preexponential factor. By careful
experimental design that uses well-defined control studies and
a rigorous implementation and parametrization of the solvation
model, it is possible to achieve sufficient accuracy to identify
solvent and temperature dependences for the electronic coupling
and to extract electronic coupling magnitudes|V|.

Over the past six years, the analysis of the reaction free energy
and solvent reorganization energy for these systems in different
solvents has evolved from a simple continuum treatment to a
molecular model that incorporates dipole, quadrupole, and
dispersion interactions. The experimental measurement of
reaction free energies for the electron-transfer reactions of1 in
the nondipolar and weakly polar solvents were critical to these

Figure 10. Contributions of|V|2 (shaded square, lefty axis) and the
FCWDS (O, right y axis) to the temperature dependence of the charge
separation rate constant for1 in 1,3-diisopropylbenzene. The FCWDS
were calculated using the experimental values of∆rG and the
parametrized solvation model values of theλo.
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studies, because they allowed parametrization of the molecular
solvation model. The most elaborate form of the solvation model
suitably reproduces the reaction free energy and its temperature
dependence for most of the solvents and makes reasonable
predictions in the more polar solvents, for which the reaction
free energy is not known experimentally. The deviation of the
2,5-dichlorotoluene results from the predictions underscores the
fact that the model is not yet complete and should be enhanced,
at least to include nonaxial charge distribution effects. The
reliability of the model in predicting the solvent reorganization
energy has proven difficult to assess. Further spectroscopic
analyses of charge-transfer absorption and emission bands
shapes as a function of temperature and solvent will be of use
toward this end. Combinations of spectroscopic and kinetic
studies, such as the work of Nelsen and co-workers,86 should
also prove to be of use in refining the molecular solvation
model.

With access to reasonable FCWDS information, it becomes
possible to analyze the electron-transfer rate data to expose the
solvent and temperature dependence of the electronic coupling
magnitude|V|. The observations in compounds1 and3 reveal
a significant solvent dependence for the electronic coupling
magnitude|V|. The value of|V| depends on detailed aspects of
the wave function overlap between the donor and acceptor
orbitals and the mediating solvent orbitals, as revealed by a
comparison of solvents that differ by their degree of alkyl
substitution and size. In addition, the observed couplings for
these systems correlate with the solvent molecule’s vertical
electron affinity, which is consistent with an electron-mediated
superexchange interaction. The electronic couplings for1 exhibit
significant temperature dependence in some of the solvents. This
dependence occurs because the experimental values reflect an
ensemble averaging over solvent configurations within the cleft
of the donor-spacer-acceptor molecule. This latter observation
suggests that electron-transfer processes that involve solvent
molecules may have strong non-Condon character; that is, the
electronic coupling varies significantly with nuclear coordinates.

These findings suggest a number of important avenues for
further study that will improve our understanding of electronic
coupling and electron tunneling processes.

The important role that nuclear dynamics may play in solvent-
mediated electronic coupling is an important avenue for future
studies. The strong dependence of the electronic coupling on
solvent position that is illustrated in Figures 6 and 7 provides
good evidence that nuclear dynamics could play a role for elec-
tron tunneling processes which have nonbonded “steps” in their
superexchange pathways. A need exists to identify reliable ex-
perimental signatures for such effects. In these studies, the
temperature dependence of the coupling was assessed indirectly,
from analysis of kinetic data necessitating accurate models for
the FCWDS. It might be useful to investigate the solvent (vide
infra) and temperature dependence of charge transfer absorption
transitions whose intensity derives from solvent-mediated
coupling, e.g., in highly curved ferrocene-spacer-ferrocinium
molecules.

Although the correlation of the electronic coupling with the
solvent molecule’s electron affinity is significant, a number of
important questions remain unanswered with respect to the
energy gap dependence of the superexchange mechanism. For
example, as the energy gap decreases, one expects an increase
in the electronic coupling magnitude (for similar exchange
interaction energies) and a transition to a new mechanism for
the electron-transfer process. It may be that the transition to an
adiabatic mechanism occurs and understanding the transition

between regimes requires further study.87 Alternatively, one may
transition to a different mechanism in which the electron (or
hole) hops between sites. These issues are central in understand-
ing electron transfer for molecular systems with conjugated
bridges and in biological systems, e.g., the primary steps in
photosynthesis,88 oxidation in DNA, and others. Well-defined
studies that vary the energy gap and the number of sites between
the donor and acceptor units can address these mechanistic
issues.

The cleft molecules used in these studies only allow a single
solvent molecule at a time on the “line-of-sight” between the
donor and acceptor groups. The extent of coupling-mediated by
more than one solvent is not addressed by these studies. Impor-
tant dynamical and stereoelectronic considerations must be better
understood in order for the distance dependence of electronic
coupling via nonbonded contacts to be fully characterized.

The impact of solvent molecule location in the cleft site needs
to be better addressed. Studies of the sort used by Napper et
al.89 show that location of the solvent in the line of sight is
important; however, they do not probe the dynamics of solvent
molecule’s entering and leaving the cleft site. In the slow limit
of conformational gating, one can see that a molecular binding
event can be used as a trigger for electron transfer, and in the
fast limit (1 in benzene), the “cleft-bound” molecule is always
present but accessing configurations with different coupling
magnitudes. The transition from the “gated” limit to the thermal
limit has not been probed and might display an interesting role
for nuclear dynamics.

Determination of electronic coupling magnitudes from electron-
transfer rate constants requires accurate values of∆rG andλo.
Although a variety of solvation models predict these quantities,
few experimental values are available, particularly ofλo, for
use in calibrating the models. The development of methods that
allow direct measurements of these quantities, particularly in
polar solvents, would be of great value.

Not only do these avenues represent interesting fundamental
studies but their understanding will also be important for
designing and manipulating electron processes in chemically
and biologically important ways.
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